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Abstract 

It is commonly assumed that the assertion/presupposition distinction maps fairly directly 
onto the distinction between new and old information. This assumption is made doubtful by 
presupposing constructions that regularly convey new information: uniquely identifying 
descriptions, ' informative presupposit ion' / t -clefts ,  reverse wh-clefts, announcements embed- 
ded under factives, nonrestrictive relatives. The presupposed content conveyed by these con- 
structions can be regarded as part of  the common ground only with an unconstrained princi- 
ple of  accommodation. But this reduces the claim that grammatical presuppositions are part 
of  the common ground to vacuity. Presuppositions are a consequence of  two factors. One is a 
tendency to limit assertion to one atomic proposition per rooted sentence. The other is the fact 
that almost any thought to be expressed will involve many atomic propositions. Depending on 
medium, genre and other contextual variables, new information will be presupposed if it is 
not necessary to assert it. The view is confirmed by evidence that written language, which 
would be expected to contain more new information per utterance than spoken language, con- 
tains a higher proportion of  text in definite descriptions. © 2000 Elsevier Science B.V. All 
rights reserved. 
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1. Introduction 

The standard diagnostic for distinguishing presupposition from assertion is sur- 
vival in a variety of  linguistic contexts: embedded under negation or a possibility 
modal  such as maybe,  it is possible  that, in a question, or in the antecedent of  a con- 
ditional. Chierchia and McConnel l-Ginet  (1990: 24) named these linguistic varia- 
tions on a sentence S ' the S family ' .  Thus (1) consists o f  presupposition (2a) and 
assertion (2b). l (2a), but not (2b), is maintained during typical utterance of  other 
members  of  (1) 's  family, given in (3). 

(1) The King of  France is bald. 
(2) a. There is one and only one King of  France. 

b. That individual is bald. 
(3) a. The King of  France is not bald. 

b. Possibly the King of  France is bald. 
c. Is the King of  France bald? 
d. If  the King of  France is bald he may need to wear a wig. 

I will sometimes use terms such as 'grammatical  presupposit ion'  and 'grammatical ly  
presupposed '  when necessary to refer specifically to phenomena  defined to be those 
showing this characteristic behavior. 

According to a c o m m o n  view of  the information structure of  utterances, the asser- 
tion/presupposition distinction maps fairly directly onto the distinction between new 
information and old information, in the sense that what  is asserted in an utterance is 
being treated as though it were new to the addressee, and what is presupposed is 
being treated as though it were familiar, or part of  the c o m m o n  ground. The purpose 
of  this paper is to urge consideration of  a different view, on which this attribution of  
grammatical  presupposition to the common  ground is not made. I will argue that 
abandoning the c o m m o n  ground assumption has a number  of  advantages:  it avoids 
some serious descriptive problems that arise on the c o m m o n  ground view, it yields a 
more accurate picture of  information distribution, and this resulting picture suggests 
an explanation for the source o f  an important subcategory of  presuppositions, includ- 
ing those associated with referring expressions and the cleft and pseudo-cleft  con- 
structions. 

1 Here I must acknowledge a problem with (2b), given that the phrase 'that individual' is intended to 
be linked anaphorically to the individual asserted to exist in (2a). Technically, the phrase stands as a free 
variable in (2b). The standard solution to this problem is to rephrase (2b) as in (i): 
(i) Whoever is king of France is bald. 
However, this does not seem to express correctly the assertion of (1). Full, or even partial, consideration 
of this problem goes beyond the scope of this paper; see Ostertag (1998: 26ff.) and the works cited there 
for discussion. 
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First, we will review the move to assimilate presuppositions to the common 
ground, including the (slender) support that has been given for that position (section 
2). Next, we will look at a number of problem cases for the common ground view 
(section 3). Many of these cases have been noted before in the literature, but as far 
as I know no prior attempt has been made to gather them all together. Following 
that, I will put forward the alternative picture of information distribution for which 
these cases do not present a problem (section 4). This alternative picture is very sim- 
ilar to that sketched by Grice (1981) for the presuppositions associated with definite 
descriptions, but is presented more fully here and provided with additional motiva- 
tion as well as new argumentative and empirical support. The final section (5) con- 
tains concluding remarks. 

2. Historical background 

The view that the grammatical concept of presupposition can be assimilated to the 
pragmatic concept of background information, shared knowledge, or the common 
ground is widespread, thanks in part to Stalnaker's (1974) paper 'Pragmatic presup- 
positions' (Karttunen, 1974, should also be acknowledged in this respect). In that 
paper, Stalnaker contrasted two possible analyses of the familiar phenomenon exem- 
plified by definite descriptions, factive verbs, and words like only. On the semantic 
analysis, presuppositions are requirements for possession of a truth value (so both 
the truth and the falsity of 1 necessitate 2a). On the pragmatic analysis: 

"A proposition P is a pragmatic presupposition of  a speaker in a given context just  in case the speaker 
assumes or believes that P, assumes or believes that his addressee assumes or believes that P, and 
assumes or believes that his addressee recognizes that he is making these assumptions,  or has these 
beliefs." (Stalnaker, 1974: 473) 

The set of propositions assumed by the speaker to be shared by the speaker and 
addressee form the common ground of the discourse. Despite the wording in the 
quote above, Stalnaker was not distinguishing two kinds of presuppositions, as he 
had in earlier work (Stalnaker, 1972), but rather, offering two analyses of a single 
phenomenon. This is made clear in a more succinct statement from a later paper, 
which is also widely cited: "Presuppositions are what is taken by the speaker to be 
the COMMON GROUND o f  the participants in the conversation, what is treated as their 
COMMON KNOWLEDGE o r  MUTUAL KNOWLEDGE" (Stalnaker, 1978: 321, emphasis in 
origina; for further general discussion of the notion of common ground in Stal- 
naker's sense of mutual knowledge, including some problems in a strict definition, 
see Clark and Marshall, 1981). 

The common ground conception of presuppositions is spelled out in the later 
paper in wording slightly but significantly different from that quoted above: "A 
proposition is presupposed if the speaker is disposed to act as if  he assumes or 
believes that the proposition is true, and as if he assumes or believes that his audi- 
ence assumes or believes that it is true as well" (Stalnaker, 1978: 321, emphasis 
added). The revised wording reflects Stalnaker's acknowledgement, which was 
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present even in the 1974 paper, that presuppositions need not actually be either 
believed by the speaker or believed by the speaker to be believed by the addressee. 
The hedge allows for cases in which a speaker may exploit a presupposition as a way 
to smuggle information into the context without having to actually assert it. Horn 
(1996: 306) gives the fol lowing example:  

(4) A: John is very attractive. 
B: Yes, and his wife is lovely too. 

Here, B discreetly lets A know that John is not unattached, without having to make 
an assertion which would possibly be embarrassing to A. However,  this kind of  pre- 
tense has a marked flavor which is not present in the problem examples we will see 
below. 

The c o m m o n  ground view of  presuppositions arises naturally f rom the recognition 
that utterances typically contain parts that are familiar or old information, and parts 
that are new. This recognition, for instance, is a centerpiece of  the 'Given-New Con- 
tract '  of  Clark and Haviland (1977). And of  course the division of  information into 
old and new is exhaustive. The further step o f  assuming that all new information 
must be asserted, so that anything that is not asserted is old or familiar, or at least 
being treated as such, appears to be so natural as to be almost unavoidable. Appar-  
ently, Stalnaker assumed that there was only one possible pragmatic view of  presup- 
positions - the one defined above. 

The assimilation of  presupposition to old information has again been given 
explicit statement recently by, among others, Knud Lambrecht :  

"Let us refer to the 'old information' contained in, or evoked by, a sentence as the PRAGMATIC PRESUP- 
POSITION (or simply the PRESUPPOSITION ...), and let us refer to the 'new information' expressed or con- 
veyed by the sentence as the PRAGMATIC ASSERTION (or simply the ASSERTION)." (Lambrecht, 1994: 52, 
emphasis in original) 

Also compare the following: 

"'Old information,' then, is the sum of 'knowledge' ... evoked in a sentence which a speaker assumes 
to be already available in the hearer's mind at the time of utterance - 'the old,' 'the given,' or 'the pre- 
supposed' ... - while 'new information' is the information added to that knowledge by the utterance 
itself." (Lambrecht, 1994: 50.) 

Lambrecht ' s  actual definition of  'pragmatic  presupposit ion '  contains an important 
escape clause: "The  set of  propositions lexicogrammatical ly evoked in a sentence 
which the speaker assumes the hearer already knows or is ready to take for  granted 
at the time the sentence is uttered" (Lambrecht,  1994: 52, emphasis added). How- 
ever, as the quotes reproduced above suggest, this clause is lost amidst the over- 
whelming tendency to simply identify grammatical  presupposition with old informa- 
tion. And note that if this escape clause were taken seriously, it would obviate that 
problematic identification. That is, since what an addressee can be assumed to be 
ready to take for granted would include any knowledge assumed to be shared 
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between speaker and addressee, focusing on the former property would allow one to 
bypass problems with the latter. This is similar to what I will suggest below. 

The main point I want to stress here is that the assumption that all of  the new 
information contained in an utterance must be asserted, and hence cannot be gram- 
matically presupposed, is not necessitated by the exhaustive division of information 
into new and old and the natural assumption that all asserted information is new. 
Thus it requires defense. 

Stalnaker gave four arguments in favor of ' the' pragmatic analysis of presupposi- 
tions, but I will argue below than none of them actually requires his particular prag- 
matic analysis. One argument was that the pragmatic view leaves the presupposition 
relation independent of entailment. Since semantic presupposition would be a paral- 
lel relation inconsistent with entailment, we could not hold that a given statement 
both entailed and presupposed another (as we might want to say e.g. in the case of 1 
and 2a above). However, this argument does not seem to be a strong one. We would 
in any case need to distinguish the relation of semantic presupposition from ordinary 
entailment, as holds e.g. between (5) and (1): 

(5) The King of France is bald, and the Queen of England is wise. 

and the necessitation relation nicely describes what they have in common. Compare 
the analysis in Burton-Roberts (1989), which distinguishes a weak entailment rela- 
tion, consistent with presupposition, from a strong entailment relation, which is not. 
I will not have anything more to say about this argument in what follows. 

The next of Stalnaker's arguments cites the variability in strength of presupposi- 
tions, and he contrasted examples similar to those in (6) and (7). (6a) does seem to 
presuppose (6b) more strongly than (7) does. 

(6) a. Judy was surprised that Bill went to the movies. 
b. Bill went to the movies. 

(7) If it hadn't rained, Bill wouldn't have gone to the movies. 

A related property is the ability of presuppositions to shift, depending on context, 
which Stalnaker illustrated with an example of Terry Langendoen's. (8) would nor- 
mally be taken to presuppose that the speaker's cousin is male and to assert that he 
had grown up, but where it is known that the cousin had been contemplating a sex- 
change operation, this presupposition would be lost. 

(8) My cousin is not a boy anymore. 

Undoubtedly these properties are related, and we can expect that the weaker the pre- 
supposition, the more likely it is to be able to disappear in some contexts. 

Stalnaker's final argument, which was actually quite an extended one, pointed out 
several instances in which presuppositions or their projection properties might be 
explained on the pragmatic view, where they would have to be simply stipulated on 
the semantic view. We will consider his examples below in section 4, where I will 
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show that the pragmatic view I'm supporting in this paper shares all of the advan- 
tages cited by Stalnaker for the pragmatic view he put forward. But it should be clear 
already that at least these first three arguments do not support the common ground 
view specifically, but could hold for a variety of pragmatic analyses. 2 

Before turning to the problems for the common ground view of presuppositions I 
want to briefly mention one additional factor, which is the term 'presupposition' 
itself. Recall that Strawson, in his classic paper "On referring", did not use this term 
at all. He said instead that (1) 'implies' (2a), although "this is a very special and odd 
sense of 'imply'" (Strawson, 1950: 345). The term 'presupposition' was introduced 
into the English literature on the subject by Strawson (1952: 175) two years later (in 
doing so Strawson echoed, apparently unknowingly, Peter of Spain, who seven or 
eight centuries earlier had distinguished between what "an expression praesupponit 
and what it denotat", Horn, 1996: 300). The ordinary everyday sense of the word 
'presupposition' strongly encourages the common ground view of presuppositions, 
but this factor should be completely set aside from influence. In this respect 'con- 
ventional implicature' would be a better term) 

3. Problems  for the c o m m o n  ground view 

In this section we will review five constructions which trigger presuppositions 
which are commonly not part of the common ground. These cases are well known, 
but their collective impact may have been overlooked, so I want to put them all 
together here to make a more impressive display. 

3.1. Definite descriptions 

Roughly speaking, the common ground view of presuppositions, when applied to 
definite descriptions as in (1) above, gives us the familiarity analysis of definiteness 
(one fact that makes this only roughly true is that the uniqueness part of the presup- 
position given above in 2a is generally not included at all in familiarity views). Prob- 
ably the most well-known version of a familiarity type of approach is in the discourse 
representation theory of Heim (1982, 1983a; other supporters of this kind of view 
include Hawkins, 1978; Millikan, 1984; Zeevat, 1989; Chafe, 1996; and Walker and 

2 A parenthetical note: the discourse representation treatment of presuppositions (cf. e.g. Heim, 1982, 
1983b) actually embodies both the analyses which Stalnaker was contrasting, and in so doing loses some 
of these advantages claimed by Stalnaker for a non-truth-conditional pragmatic account. 
3 Karttunen and Peters (1979) preferred the term 'conventional implicature' to 'presupposition' but for 
a different reason. In their view, 'presupposition' had been used for a disparate group of  phenomena, 
whereas 'conventional implicature' referred to a well-defined subset which was the subject of  their 
analysis. Karttunen and Peters echoed Stalnaker's common ground conception of presuppositions/con- 
ventional implicatures - " . . .  ideally every conventional implicature ought to belong to the common set 
of presumptions that the utterance of the sentence is intended to increment" (Karttunen and Peters, 
1979: 14) - again suggesting that it was not because of unwanted connotations that they rejected the 
term 'presupposition' but rather because of contamination from promiscuous usage. 
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Prince, 1996). In H e i m ' s  approach,  a discourse  is seen as a file of  informat ion orga- 
n ized around file cards represent ing discourse entities. An  indefinite descr ipt ion 
instructs the addressee to add a new file card whereas  a definite descr ipt ion must  rep- 
resent an exis t ing discourse entity. Thus, on H e i m ' s  approach definite descr ipt ions 
were init ial ly taken to denote d iscourse-old  entities, in Pr ince ' s  (1992) sense, whereas 
we might  expect  to f ind hearer-o ld  but d iscourse-new entities in the c o m m o n  ground. 

He im was aware  that there were many  types of  defini te  descr ipt ions  that would  
natural ly  be used in ways  which did not  meet  the condi t ion  of  referr ing to an enti ty 
which  was a l ready part  of  the discourse.  In fact, as she noted,  only two of  the eight  
types o f  def ini te  descr ipt ions  descr ibed  by Hawkins  (1978) would  s t ra ightforwardly  
fit her  mode l  (Heim,  1982: 370). (9) gives the problemat ic  examples  that were  con- 
s idered by  He im (1982: 371, i talics added).  

(9) a. Wa tch  out, the dog will  bite you. 
b. The sun is shining. 
c. John read a book  about  Schuber t  and wrote  to the author. 

Of  course,  He im was not  the first to not ice  such problems.  Indeed,  in an often- 
ci ted footnote,  S ta lnaker  d iscussed  an example  which he at tr ibuted to a personal  
communica t ion  f rom Jerry Sadock,  which  presented  a p rob lem for his c o m m o n  
ground concept ion  of  presuppos i t ions :  

"I am asked by someone who I have just met, 'Are you going to lunch?' I reply, 'No, I've got to pick 
up my sister.' Here I seem to presuppose that I have a sister even though I do not assume that the 
speaker knows this. Yet the statement is clearly acceptable, and it does not seem right to explain this in 
terms of pretense, or exploitation." (Stalnaker, 1974: 480, fn. 3, emphasis in original). 

S ta lnaker ' s  d iscuss ion  o f  this example  was inconclus ive  and conf ined to a foot-  
note;  in part icular ,  it d id  not cause him to change  his c o m m o n  ground view. How-  
ever,  Gazda r  (1979: 106) used a s imi lar  example  to argue against the c o m m o n  
ground  v iew of  presupposi t ions .  On G a z d a r ' s  analysis ,  presupposi t ions  needed  only 
to be consis tent  with the context  (see also Giv6n,  1979: vh. 2). 

Gr ice  (1981) also cites a s imilar  example :  

"For instance, it is quite natural to say to somebody, when we are discussing some concert, My aunt's 
cousin went to that concert, when one knows perfectly well that the person one is talking to is very likely 
not even to know that one had an aunt, let alone know that one's aunt had a cousin." (Grice, 1981 : 190) 

Interes t ingly,  he cont inues:  

"So the supposition must be not that it is common knowledge but rather that [it] is noncontroversial, in 
the sense that it is something that you would expect the hearer to take from you (if he does not already 
know)." (Grice, 1981: 190) 

Unfor tunate ly  Gr ice  cont inued to use the term ' c o m m o n  ground '  for this concept  of  
noncontrovers ia l i ty .  Never theless ,  the concept  he seems to have had in mind  is quite 
congruent  with what  I wil l  put  forward  below.  
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Heim ' s  response to the examples in (10) was to call on a principle of accommo- 
dation proposed by David Lewis. This principle says: " I f  at t ime t something is said 
that requires presupposit ion P to be acceptable, and if P is not presupposed just  
before t, then - ceteris paribus and within certain limits - presupposit ion P comes 
into existence at t" (Lewis, 1979: 340). That is, grammatical  presupposit ions which 
are not part of the common ground prior to the utterance, become so automatically 
at the time the utterance occurs. 

The rule just  quoted ment ions  certain limits to accommodation,  but none were 
specified by Lewis. Without  any limits the rule would allow accommodat ion  of any 
kind of example that appears to violate the familiarity theory. In that case the theory 
would become almost  vacuous, since no counterexamples could be raised against it 
(a similar point was made by Gazdar, 1979: 107). However,  Heim did propose a 
constraint to accommodation,  one which would bring it closer to being a 'b r idging '  
principle, in the sense of Clark (1977): " W h e n  a new file card is introduced under 
accommodation,  it has to be l inked by crossreferences to some already-present file 
card(s)" (Heim, 1982: 373). Heim suggested that in addition to the usual file cards 
for entities that have been introduced into the discourse, there should be a special 
card "descr ibing the utterance si tuation" (Heim, 1982: 374). Incorporating that sug- 
gestion, it would appear that the examples in (9) can be dealt w i th )  

However  there are other examples which cannot  be accommodated with Heim 's  
bridging constraint. Some of these are given in (10). 

(10) a. In her talk, Baldwin introduced the notion that syntactic structure is deriv- 
able f rom pragmatic principles. (Birner and Ward, 1994: ex. la)  

I 

4 The theory would not be totally vacuous, since other kinds of problems can be raised for it. See 
Abbott (1999) for discussion. Incidentally, I want to make clear that my criticism of (this use of) Lewis's 
rule of presupposition accommodation does not extend to the other accommodation rules he suggested 
(Lewis, 1979). In some cases, e.g. 'permissibility', Lewis is describing basic generalizations about 
word/world direction of fit. Others constitute seemingly accurate and intrinsically interesting observa- 
tions about linguistic phenomena (e.g. the rules for salience and vagueness). And taken together the rules 
do exhibit a 'common pattern' which is worthy of exploration. Here I am only arguing that the rule of 
presuppositional accommodation should not be included, because it rests on a faulty view of presup- 
positions. 
5 Criticisms of Heim's approach sometimes fail to take note of her proposed use of accommodation. 
Thus Bezuidenhout ascribes to Heim's theory "the consequence that definite descriptions cannot (or can- 
not without infelicity) be used to introduce new discourse referents" (Bezuidenhout, 1997: 395, empha- 
sis in original), and puts forward the examples in (i) as problematic for Heim: 
(i) a. The gas company ... is sending a man to fix the leak. (= Bezuidenhout, 1997, ex. 10). 

b. Enter the Coca Cola Sweepstakes now! The grand prize winner...will win an all-expenses-paid 
trip for two to the Bahamas. (= Bezuidenhout, 1997, ex. 11). 

(ia) is to be understood as spoken to a spouse, who has just noticed the smell of gas and sniffed ostenta- 
tiously. In both (ia) and (ib) there are obvious bridging inferences to get from existing file cards (includ- 
ing the utterance situation card) to the referent in question. 

On the general subject of problems for the familiarity theory of definiteness, an anonymous referee 
recommends the thorough discussion in chapter 3 of Birner and Ward (1998), which I have not seen. I 
will also take the liberty of suggesting Abbott (1999). 
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b. The f irst  person to sail to America was an Icelander. (= Hawkins, 1978: ex. 
3.131) 

c. The founder  o f  the new state historical society is slated to speak at this 
year's commencement. 

These are all examples of what Millikan (1984: 188) describes as 'necessarily iden- 
tifying descriptions', where the descriptive material in the NP necessarily picks out 
a single individual. Thus the definite article is not only licensed but required. There 
is no necessary link to anything in the context of utterance; any of the examples in 
(10) could be used in a discourse where they introduce completely novel referents 
which are related neither to any discourse entities, nor to the text-external world of 
the nonlinguistic discourse context. Note that this remains true if we broaden the 
notion of context to include shared knowledge between speaker and addressee. The 
only way for the familiarity theory to accommodate examples such as those in (10) 
would seem to be to broaden the notion of utterance situation to include everything 
in the world, so that any definite description which contained any reference to any- 
thing related to something in the world would be accommodatable. But I cannot 
think of any NP that would not meet that condition. If there are none, then we are 
back to Lewis's original unconstrained principle of accommodation which would 
cause the familiarity theory to approach vacuity. 

The bottom line is that the definite descriptions in (10) would typically not be 
used to denote a referent presumed to be familiar to the addressee, or one that is part 
of the common ground of the discourse. Furthermore, and more importantly, there is 
no pretense to that effect. To describe these examples as being accommodated by 
Lewis's principle of accommodation is to mistakenly assimilate them to a category 
to which they do not belong. 

Such examples raise a further issue. Independent of the observational adequacy of 
the 'bridging' constraint on accommodation, one can question its theoretical motiva- 
tion. Presumably the idea is that people will accept more readily referents which are 
related in some way to the discourse context than ones which are not, but one might 
wonder whether the expectedness or non-newsworthiness of such referents might not 
be a better predictor of their ability to enter a discourse without formal introduction 
(recall Grice's notion of noncontroversiality, cited above). Thus, as has been fre- 
quently pointed out, intuitively a sentence like ( l l b )  is more natural than ( l la ) ,  
despite the bridging relation to a discourse participant. 

(11) a. My neighbor's boa constrictor got loose yesterday. 
b. My neighbor has a boa constrictor and it got loose yesterday. 

This is because it is extremely rare, and therefore unexpected, that one's neighbor 
will have a boa constrictor. My point is that the link to entities in the discourse con- 
text does not seem to be as important in making a novel definite terme acceptable as 
is the lack of newsworthiness of the existence of the referent. The picture which I 
will put forward below will suggest other considerations, like expectedness and non- 
newsworthiness, in order to better explain this phenomenon. 
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It may be thought that definite descriptions which introduce novel referents into a 
discourse are a relatively marginal or atypical phenomenon, but recent research 
shows that that is not the case. Fraurud (1990) found that approximately 60% of def- 
inite NPs in a large corpus of Swedish texts introduced new referents into the dis- 
course - only about a third being used anaphorically. These findings were confirmed 
for English by Poesio and Vieira (1998), who also found that a relatively small pro- 
portion (=15-20%) could be classified as accommodated via a bridging relation. 
Fraurud's results lumped together hearer-new/discourse-new definites with hearer- 
old/discourse-new definites (in Prince's, 1992, sense), where only the former would 
fail to be part of the common ground in Stalnaker's sense. For obvious reasons it is 
easier to identify discourse newness than it is to identify hearer-newness in texts. 
However, Poesio and Vieira separated out these two categories, and found that more 
than half of the discourse-new definites also seemed to be hearer-new (although 
there was substantial coder disagreement here, as with the other categories they 
used). Thus even with the most generous version of the familiarity theory, on which 
definite descriptions need only to be linked to something assumed to be familiar to 
the addressee, there are still abundant counterexamples. 

3.2. It-clefts 

Definite descriptions are not the only example of the failure of grammatical pre- 
suppositions to be part of shared knowledge. Prince (1978), in her comparison of 
wh-clefts and it -clefts in discourse, distinguished a separate category which she 
called 'informative-presupposition /t-clefts', concerning which she remarked: "not 
only is the hearer not expected to be thinking about the information in the that- 
clause, but s/he is not expected even to KNOW it. In fact the whole point of these sen- 
tences is to INFORM the hearer of that very information" (Prince, 1978: 898). One of 
Prince's examples is given in (12). 

(12) The leaders of the militant homophile movement in America generally have 
been young people. IT WAS THEY WHO FOUGHT BACK DURING A VIOLENT POLICE 

RAID ON A GREENWICH VILLAGE BAR IN 1969, AN INCIDENT FROM WHICH MANY 

GAYS DATE THE BIRTH OF THE MODERN CRUSADE FOR HOMOSEXUAL RIGHTS. (PG, 
p. 16, Prince, 1978: ex. 41b, PG = Pennsylvania Gazette] 

Prince concluded that "what is presupposed logico-semantically in the informative- 
presupposition/t-cleft is NEW information on the discourse level ... Such sentences 
provide strong evidence for distinguishing between these two levels . . . "  (Prince, 
1978: 898; see also Delin and Oberlander, 1995, and the works cited there). 

Lambrecht (1994) notes the problem that the cleft construction presents for his 
view and leans heavily on Lewis's accommodation principle. Since, as Prince 
pointed out, the cleft construction is regularly used to introduce new information it 
requires something stronger than the ordinary accommodation rule: "... it seems 
psychologically unmotivated to assume that in such cases the relative-clause propo- 
sition has to be accommodated via Lewis'  rule" (Lambrecht, 1994: 71). Instead, 
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Lambrecht  invokes a new concept  of  'conventional ized pragmatic accommodat ion '  
to explain this type of  case. In effect, instead of  constraining Lewis ' s  principle, Lam- 
brecht instills it with even greater power. 

There are two problems with this approach. One is that there is the same kind of  
danger  of  vacuity which was noted previously for the familiarity theory when sup- 
plemented with an unconstrained accommodat ion  principle. 6 The second problem is 
related to the first. By using the principle of  accommodat ion  to force the presuppo- 
sitional structure o f  clefts into the mold  of  his analysis, Lambrecht  ignores another 
remarkable fact about clefts. This is the fact that the text which carries the grammat-  
ically presupposed information is placed last in the sentence, which is ordinarily the 
place where new information is located. If  the grammatical ly presupposed content of  
informative presupposit ion/t-clefts  were really masquerading as discourse-old infor- 
mation, its sentence-final location would be an unexplained anomaly.  This raises the 
question of  the other type of / t -c lef t ,  called by Prince 'stressed focus / t -c le f t s ' .  An 
example is given in (13). 

(13) ... So I learned to sew books. They ' re  really good books. IT'S JUST THE COV- 
ERS THAT ARE ROTTEN. (= Prince, 1978: ex. 38a) 

In this case the content of  the that-clause is typically known or inferable, and so may 
appear to be anomalously placed in sentence-final position. However,  Prince points 
out that the content of  these that-clauses is not the theme of  the discourse and not 
marked as being assumed to be in the forefront of  the addressee 's  consciousness 
(Prince, 1978: 896f.). 

3.3. Reverse wh-clefts 

Reverse wh-clefts, as the name suggests, have a syntactically postposed wh- 
clause, which is nevertheless grammatical ly presupposed, and in this respect they are 
similar to/ t-clefts .  Oberlander and Delin (1996) examined 302 examples o f  reverse 
wh-clefts in spoken discourse, and found that over half  o f  them contained discourse- 
new content in the presupposed portion. An example is given in (14). 

(14) ... and this is where they said right let it all go for fellowships studentships 
and research posts. (= Oberlander and Delin: 1996, ex. 31a) 

6 In a rather startling comment, Lambrecht appears to embrace this near vacuity as a strength of his 
approach: "I would like to emphasize the importance of the phenomenon of pragmatic accommodation 
for the theory of information structure. By recognizing the theoretical status of this principle of interpre- 
tation, we are in a position to simplify the description of presuppositional structures and at the same time 
to counter in a principled way certain arguments raised against presuppositional analyses. The analysis 
of the presuppositional structure of a given expression or construction cannot be falsified simply by 
pointing to examples in which an actual presuppositional situation does not correspond to the presuppo- 
sitional structure postulated by the analysis" (Lambrecht, 1994: 72-73). 
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Oberlander and Delin noted the difficulty of separating discourse-new/hearer-old 
from discourse-new/hearer-new information, and suggested that the content of the 
relative clause constituent might actually be "reminding the hearer of a link with a 
hearer-old fact". In this respect, reverse wh-clefts are different from the informative 
presupposition/t-clefts discussed by Prince. However, "in each case the proposition 
has no antecedent in the current discourse and bears the prosodic trappings of new 
information" (Oberlander and Delin, 1996: 208). 

3.4. Embedded announcements 

The next category of grammatically presupposed new information is the one 
exemplified in (15). 

(15) a. We regret that children cannot accompany their parents to commencement 
exercises. (= Karttunen, 1974: ex. 26a) 

b. We regret that H.P. Grice is ill and will be unable to attend the conference. 
(= Horn, 1986: ex. 54) 

An announcement embedded under a verb of regretting or delight is grammatically 
presupposed in virtue of being the complement of a factive verb, but is patently 
not taken by the speaker to be part of the common ground prior to their utterance. 
In these cases, there is no problem distinguishing discourse-new/hearer-old from 
discourse-new/hearer-new information. Announcements always purport to be pre- 
senting new information to the addressee (compare the formula I regret~am happy 
to inform you that...), yet this information is presented as grammatically presup- 
posed. 

An anonymous referee has pointed out that the text of an embedded announce- 
ment may contain the word hereby, which is characteristic of explicit performative 
utterances, and provides the example in (16): 

(16) We regret to inform you that your insurance policy is hereby cancelled. 

This might be thought to present a problem for my view in that it may seem that the 
final clause in this example is actually the main point of the utterance and is hence 
being asserted, despite being grammatically presupposed. Here, I think we need to 
distinguish the real world from the linguistic world. In practice, of course, the fact 
that an insurance policy is cancelled is much more important than the fact, or pre- 
tense, that the insurers are unhappy about the cancellation. However, I claim that the 
form of utterance in (16) presents the regret as what is being asserted, and not the 
cancellation. Politeness is the most probable motive for this form of utterance. Com- 
pare other socially motivated speech acts such as stereotypical greetings, invitations, 
expressions of sympathy or interest, and the like, where literal content is dictated by 
custom and the desire to appear polite, rather than by the real-world exigencies of 
the moment. 
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3.5. Non-restrictive relative clauses 

The final construction I want to mention here is the nonrestrictive relative clause. 
As is well known, these clauses frequently can convey new information which is, 
however, backgrounded or parenthetical relative to the main assertion of the sen- 
tence. Chierchia and McConnell-Ginet assume that nonrestrictive relatives should 
not be considered to be presuppositions, exactly because of this characteristic (Chier- 
chia and McConnell-Ginet, 1990: 282-283). However, if we withhold the common 
ground analysis of presuppositions, which we have already seen good reason for 
doing, then there seems to be no motivation to exclude nonrestrictive relatives from 
this category. And note that nonrestrictive relatives need not introduce new informa- 
tion, as illustrated in the preceding sentence of this paper. In such cases, nonrestric- 
tive relatives do repeat information which is part of the common ground, and would 
be presupposed in the ordinary sense of the word. Indeed, in sometimes expressing 
given information and sometimes new, nonrestrictive relatives, like all of the other 
constructions mentioned above except for the embedded announcements, are a good 
example of the failure of the presupposition/assertion distinction to map directly 
onto the old/new information distinction. 

4. The alternative view 

4.1. The proposal 

If  grammatical presuppositions are not simply reflections of the common ground, 
it is pertinent to ask where they come from. I propose that grammatical presupposi- 
tions are a consequence of a natural limit on how much can be asserted in any given 
utterance, where what is asserted is what is presented as the main point of  the utter- 
ance - what the speaker is going on record as contributing to the discourse. There are 
many problems in quantifying information from a grammatical perspective, and I am 
not going to try to do that here. I will suggest as a starting place that an ideal asser- 
tion is one atomic proposition, consisting of one predicate with its unanalyzed argu- 
ments. Typically, the asserted proposition in an utterance will correspond to the main 
clause of the uttered sentence, though of course this is not necessarily the case - 
marked focal stress being one notable way of altering the asserted proposition. 7 I am 

v Conjoined and disjoined sentences present special problems. It may be that there are two possibilities 
for conjoined sentence structures. One would be interpretation as a sequence of utterances, with the min- 
imal assertion constraint operative in each. As an anonymous  referee has pointed out, in this kind of case 
different illocutionary forces can be associated with the utterances, as shown in (i), making clear,that dif- 
ferent speech acts are involved. 
(i) I promise to love you forever, but I warn you that I may not always show it. 
In other cases, the conjunction itself could be taken as the main predicate, with the propositions it con- 
joins as arguments,  as in the old advertising slogan in (ii): 
(ii) It 's a candy mint  and a breath mint! 
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not sure that this strong claim can be maintained, especially when written language 
is taken into account, but that does not matter for present purposes. What  does mat- 
ter is that there is some kind of  a limit on how much can be asserted in an utterance. 
Anything else will have to be expressed in another way, typically by being presup- 
posed. 

Support  for the idea that there is a limit on assertion in an utterance is the notion 
of  a sentence accent (or main sentence stress) which is associated with a single con- 
stituent (cf. Chomsky,  1970: 199; Bolinger, 1975: 47--48; compare also the discus- 
sion of  ' dominance '  in the analysis of  English sentence stress in Erteschik-Shir and 
Lappin, 1983). Apparently,  Stalnaker (1974) assumed that an utterance should have 
a single 'po in t ' ;  this assumption forms a crucial part of  his explanation for the fac- 
tivity o f  know, to be discussed below. And Grice (1981) suggests along similar lines 
that utterances should anticipate appropriate replies, one of  which might  be denial. 

"If your assertions are complex and conjunctive, and you are asserting a number of things at the same 
time, then it would be natural, on the assumption that any one of them might be challengeable, to set 
them out separately and so make it easy for anyone who wanted to challenge them to do so." (Grice, 
1981: 189) 

Finally, I will cite Lambrecht ' s  (1994) discussion of  example (17), understood as 
uttered after a brief pleasant meeting. 

(17) I hope we will meet again for more than five minutes. 

Lambrecht  notes that utterance of  (17) with a single focal stress on either minutes or 
again conveys the wrong understanding, and stress on both constituents is odd. The 
result is that the speaker would be required to break (17) up into two utterances to 
convey her desire that she and her addressee meet again, and for more than five min- 
utes (compare Lambrecht,  1994: 237-238,  and the works cited there). 

The picture of  information packaging supported here suggests an explanation for 
the fact that grammatical  presuppositions are so often part o f  the c o m m o n  ground. 
Part of  the explanation lies in the fact that a proposition which is known to be 
already familiar to the addressee should typically not be chosen as the assertion for 
an utterance on pain o f  violation of  Grice ' s  first rule o f  Quantity, which enjoins 
speakers to give sufficient information (Grice, 1975: 45). This means that typically, 
it will be presupposed. Of  course ' typical ly '  does not mean always, in this case 
because there may be reasons to assert what is known to be c o m m o n  knowledge.  
And as everybody,  knows the speaker may even acknowledge explicitly that what 
they are saying is well known. However ,  this is the exception rather than the rule. 

On the other hand, to say that old information should be presupposed does not 
rule out also presupposing new information, and as we have seen exemplified above, 

Two similar options may be available for disjunctions - as a series of qualified assertions, or with the 
disjunction as the main predicate, as illustrated in (iiia) and (iiib) respectively. 
(iii) a. We could go to the movies, or would you rather see a play? 

b. We could go either to a movie or to a play, but not both. 



B. Abbott / Journal of Pragmatics 32 (2000) 1419-1437 1433 

new information can in fact be grammatically presupposed. However, there are lim- 
its, and another advantage of the alternative picture supported here is that it suggests 
a naturally motivated pragmatic limit for grammatical presuppositions: propositions 
that are believed by the speaker to be new information to the addressee should not 
be presupposed if  they should be asserted instead. As noted above, Grice (1981) sug- 
gested a condition of noncontroversiality for presupposition; in addition, in particu- 
lar cases the determining factors may be many and disparate, including the speaker, 
the addressee(s), their manifest relationship, genre, stylistic preferences, topic of 
conversation, channel clarity, and other contextual variables. 

All of the cases discussed above of grammatically presupposed new information 
have characteristics which suggest that they need not be asserted. Nonrestrictive rel- 
atives, informative presupposition /t-clefts and reverse wh-clefts all contain gram- 
matically presupposed propositions which are parenthetical in one sense or another. 
In nonrestrictive relatives, the presupposed information is presented as ancillary to 
the main point of the utterance. This is true even in cases where the grammatically 
presupposed information may in fact contain speech acts which are more important 
than what is asserted, as in (18): 

(18) Kim Sneadworthy, whom I hereby appoint as my successor, is known to you 
all as a valued colleague. 

In /t-clefts, the presupposed content provides background, sometimes prefacing a 
new topic. And in the reverse wh-clefts, as noted, the presupposed portion often 
serves a metalinguistic summarizing function. 

Embedded announcements, as in (15) and (16) above, form an interesting cate- 
gory. In a sense the speaker in these cases is in a position of total authority, being the 
possessor of information which the addressee lacks. Thus there is no need to negoti- 
ate the addition of this information to the discourse. But at the same time, by embed- 
ding the announcement under a factive verb of emotion, the speaker removes herself 
from responsibility for the content of the announcement, and goes on record instead 
as expressing an appropriate emotion. Presumably this is intended to have the psy- 
chological effect of aligning the speaker with the emotional state of the addressee, 
and, as noted above, is thus seen as polite. Finally the grammatically presupposed 
existence and uniqueness claims associated with definite descriptions are possible 
when they are unexciting and non-newsworthy - in short, not the kind of thing that 
needs explicit assertion. 

4.2. Support for the alternative view 

We need to check first that the view supported here has the same advantages that 
Stalnaker claimed for the common ground view of presuppositions. The first three 
advantages, which were outlined above in section 2, hold quite straightforwardly 
for the nonassertion view of presuppositions, so I will not say more about them. 
Stalnaker's fourth argument was the claim that presuppositional behavior could 
be explained on the pragmatic view, rather than needing to be stipulated. One of 
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Stalnaker's examples was the factivity of  know: he suggested that, given that know 
entails the truth of its complement clause, were that clause not presupposed, the 
point of  an utterance of the form 'x  knows that P '  would be unclear. Much the same 
argument can be given on the view supported here, with the additional advantage 
that we explain why the main point concerns x 's  mental state rather than the truth of 
the embedded clause - namely, because that is what is expressed in the main clause. 
Another of  Stalnaker's examples was the 'semifactivity '  of discover and realize - 

the fact that they lose factivity in certain contexts, with a first person subject, as 
shown in (19), where they contrast with regret. 

(19) If I regret/realize/discover later that I have not told the truth, I ' l l  confess it to 
everyone. 

As Stalnaker pointed out, there is no conflict between a speaker presently being 
aware of a fact but only coming to regret it in the future, but being aware of a fact 
presently does conflict with one discovering or realizing it at a later time, and so the 
factivity of realize and discover is lost in this case. This explanation predicts that 
realize and discover will not lose factivity with third person subjects, and that seems 
to be the case (although judgements may vary). Compare (20). 

(20) If Sue regrets/realizes/discovers later that she hasn' t  told the truth, she'll prob- 
ably confess it to everyone. 

Again, the same kind of explanation will work as well on the present account. 
It should be noted that Stalnaker has not explained" all cases of semifactivity. 

Compare (21). 

(21) a. I don ' t  know that that 's a good suggestion. 
b. ?I don' t  realize that that 's a good suggestion. 

In (21a), the potential conflict between asserting you do not know a fact which your 
utterance grammatically presupposes, is resolved with the loss of  factivity of know, 

but that does not explain why this happens with know, but not with the verb realize. 

In (2 l b) the conflict is retained, resulting in an anomalous type of utterance. 
By looking at grammatical presuppositions as nonassertions, we may gain even 

greater explanatory power than on the common ground view. In particular, this view 
may explain why so many presuppositions are associated with noun phrases. As has 
been noted before (cf. Du Bois, 1986: 817), typically new information in a dis- 
course concerns new events and relations holding among a more stable collection of 
participants. Thus the locus of  assertion is the verb. Unmarked negation and modal- 
ity associate with the verb and by and large do not affect the content of  NPs (though 
of course indefinite NPs may occur within the scope of negation). Hence the unaf- 
fected content is grammatically presupposed. The cleft and pseudo-cleft construc- 
tions use NP structures to repackage content so it will be grammatically presup- 
posed. 
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As noted above, we expect differences in how much new information can be 
grammatically presupposed depending on many factors. One notable factor is 
medium. Given that written texts can be processed at the receiver 's  pace and can be 
reviewed, we expect a more condensed presentation, with more new information per 
utterance than with spoken language. In accordance with the suggested constraint on 
assertion, this should mean more presupposed content per utterance, and in fact I 
have found that to be the case. My research assistant Mingyu Sun and I compared 
newspaper texts (front page and sports page stories from the Los Angeles Times, the 
St. Louis Post-Dispatch, and the Washington Post) with a sample of spoken dialog 
(excerpts from the radio call-in show Car Talk). We found that the written texts con- 
tained on average longer definite descriptions, and had a greater proportion of their 
words in definite descriptions, than the spoken samples. The details are given in 
Table 1. 

Table 1 
Comparison of definite descriptions in selected written and spoken texts 

Written texts Spoken texts 

Average length (in words) 4.2 2.8 
Proportion of text 22.8% 8.6% 

5. Concluding remarks 

The purpose of this paper has been to urge consideration of an alternative view of 
grammatical presuppositions. A number of problems of observational adequacy fac- 
ing the popular common ground view (as well as related theories such as van der 
Sandt's, 1988, 1992, 'anaphoric '  theory) were pointed out. These would not be 
addressed by a view that considers presuppositions to be simply nonassertions. It 
seems that this alternative view might also be better able to explain presuppositional 
phenomena of the type pointed out by Stalnaker and others. There remain a number 
of problems of course, such as determining empirically what kinds of factors affect 
which information is asserted and which is not, and what makes the effective factors 
function in the way that they do. If  the view supported here is more correct than its 
alternatives, it should be of benefit in the future resolution of these issues. 
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