Abstract

Game theoretic pragmatics is a small but growing part of formal pragmatics, the linguistic subfield studying language use. The general logic of a game theoretic explanation of a pragmatic phenomenon is this: (i) the conversational context is modelled as a game between speaker and hearer; (ii) an adequate solution concept then selects the to-be-explained behavior in the game model. For such an explanation to be convincing, both components, game model and solution concept, should be formulated and scrutinized as explicitly as possible. The article demonstrates this by a concise overview of both evolutionary and non-evolutionary approaches to game theoretic pragmatics, arguing for the use of agent-based micro-dynamics within evolutionary, and for the use of epistemic game theory within non-evolutionary approaches.

1. The Theory of Games Meets Linguistic Pragmatics

Game theory is a branch of applied mathematics that studies interactive decision making with many applications in sociology, political science, economics, biology, and, to not few people’s surprise, also in linguistics. We will see why as soon as we understand what game theory is about. Game theory is about situations in which several agents (be it human beings, animals, institutions or whatever else is subject to investigation) must make decisions the outcome of which depends on what the other agents do. For example, if my twin brother and I go out for Lindy Hopping, we’d better not wear the same shoes, obviously, for otherwise no one would be able to tell us apart. Since mother got us both the same two pairs of shoes, namely Wellington boots and blue suede shoes, my brother and I have the same set of actions to choose from. The outcome of each of our individual choices depends on the choice of the other: wearing the same shoes would certainly be a terrible disaster, but additionally none of us would actually like to wear Wellington boots for Lindy Hop either. What is an everyday social dilemma of mediocre importance to the uninitiated, presents itself as a strategic game to the trained senses of the game theorist, which she would happily represent as such:

<table>
<thead>
<tr>
<th>my choice</th>
<th>my brother’s choice</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a_{\text{rubber}})</td>
<td>(a_{\text{rubber}})</td>
</tr>
<tr>
<td>(a_{\text{suede}})</td>
<td>(a_{\text{suede}})</td>
</tr>
<tr>
<td>(a_{\text{suede}})</td>
<td>(a_{\text{suede}})</td>
</tr>
<tr>
<td>(a_{\text{suede}})</td>
<td>(a_{\text{suede}})</td>
</tr>
</tbody>
</table>

My brother and I both have a choice between two actions: \(a_{\text{rubber}}\) and \(a_{\text{suede}}\). I choose the row, my brother chooses the column. An outcome of the game is a pair of actions, one for me and one for my brother, and the table gives a numerical measure of the desir-
ability of each possible outcome, the first number is for me (traditionally: the row player),
the latter for my brother. The numbers are to a certain extent arbitrary. In the present

case, we model the inherited family preference of suede over rubber and the egocentric
urge, often found in twins, to be addressed by the correct name.

A game model like the above is a specification of possible ways of behavior and of

possible ways of forming beliefs about the choice situation. A game model does not

specify what agents actually do or believe, or what they should do or believe. This is the

task of so-called solution concepts. The most famous solution concept is that of a Nash
equilibrium. A Nash equilibrium is a set of choices, one for each player, such that no

player would be strictly better off when only she would deviate from the specified set of

choices. There are two Nash equilibria (in pure strategies) in the rubber-or-suede game:
one where I choose my blue suede shoes and my brother chooses his Wellingtons; and

also the reverse pattern. Clearly, I prefer the former, which gives me a payoff of 3, to

the latter, which gives me a payoff of 2. My brother has the exact opposite preference.

Nash equilibrium does not yield a unique behavioral prediction in this case. Other

solution concepts might, or else there might be a unique Nash equilibrium if we had

constrained the game in a different way. Much of game theory is exactly about this:

studying formal representational models of interactive decision making, together with

various solution concepts that select a certain subset of choices as, usually and in a
to-be-specified sense, optimal behavior.


Telling stories, giving commands and asking questions, also listening and figuring out

what Joe meant when he said “kind of” — all of these linguistic activities have some-
thing essential in common with the rubber-or-suede game. Here and there, several

agents have to make a decision how best to act given their preferences and their

expectations about the others’ behavior. As speakers we usually have a preference for

getting our point across, or for persuading our hearers of our point of view. A speak-
er’s action choices are naturally constituted by the set of possible utterances given by

our grammatical competence, or some relevant subset thereof that interlocutors

commonly attend to. Hearers may seek entertainment or information. The latter should

preferably be relevant, or at least true. A hearer’s action choices may be concrete ways

of reacting to the words of a speaker, such as responding to a question, carrying out or
denying a request. Or, they might be more abstract in the form of more or less

conscious acts of forming an interpretation, i.e., an interpretation of what Joe meant

when he said “kind of”.

So what did Joe mean when he said “kind of”? Recall that Joe uttered the sentence

(1) Sue and I, we are kind of married.

which is curious, because he could just have said

(2) Sue and I, we are married.

Why did he add “kind of”? There are many possible explanations for his behavior. Still
the most plausible ones among them share a common scaffolding which shows the marks
of a game situation. The phenomenon is an instance of what is called Horn’s division of

Had Joe uttered sentence (2), we would have come to believe that he is married to
Sue fullstop. But he hasn’t. He has gone out of his way and uttered something else,
something more complex even. But then the extra effort for including “kind of” must
have been for a reason. Clearly, Joe did not want us to come to believe simply that he is married to Sue. He wanted us to realize that there is something special about his relation to her. What’s special about their relation cannot be deduced by reasoning about the speaker-hearer interaction alone, but must be abduced on the basis of further situational assumptions, a shared background of world knowledge and the like. Still, that there is something noteworthy about the relationship between Joe and Sue is an inference that is triggered by the use of “kind of” and cashed out by considering the speaker’s and the hearer’s choices, and expectations about their behavior.

Figure 1 gives one possible way of representing the utterance and interpretation of (1) by means of a game.4 The game is a so-called signaling game, the kind of which was originally conceived by Lewis (1969). There are two players, the speaker and the hearer, which we will call sender and receiver for reasons of tradition. Unlike in the previous rubber-or-suede game, choices are made sequentially: first the speaker chooses an utterance, then the hearer interprets. Let’s assume that the sender has a choice between two utterances: $m$ and $m^*$, corresponding to (2) and (1) respectively. We would also distinguish two states of affairs: one state $t$ in which the relation between Joe and Sue is normal, and another state $t^*$ in which it is abnormal in some unspecified way. Let’s assume that the sender knows which state is actual, and that the receiver does not. This is modeled by assuming that the game begins with a chance move of nature the outcome of which only the sender can observe. To model stereotypicality we assume that a normal marriage situation is more likely than an abnormal one ($p > .5$). Since the receiver would like to know the true state that nature selected, his interpretation choices, $a$ and $a^*$, correspond one-to-one to the states that we distinguish. Players receive utilities for each possible sequence of play. The utilities shown in Fig. 1 implement the assumptions that (i) the receiver wants to know the true state, that (ii) the sender cooperatively shares the receiver’s interest in successful communication, and that (iii) the sender also incurs a slight cost for sending the marked message $m^*$.

There are two so-called separating equilibria for this game. These are Nash equilibria in which the sender uses different messages in different states, and the receiver correctly interprets the messages. Separating equilibria thus guarantee maximal communicative success for both states. (There are also equilibria that don’t.) However, in one separating equilibrium, called the Horn language and represented in (3), the sender uses the marked message to communicate the marked state of affairs, whereas in the second separating equilibrium, called the Anti-Horn language and represented in (4), the reversed association of messages and states/actions holds.
The receiver's average payoff is a full optimal 1 for both equilibria. As for the sender, however, with \( p > 0.5 \), the Horn language is more efficient, with an average payoff of 
\[
p \times 1 + (1-p) \times (1-\epsilon),
\]
which is strictly bigger than the average payoff of 
\[
p \times (1-\epsilon) + (1-p) \times 1
\]
for the Anti-Horn language. Intuitively speaking, this is because (4) uses the costly message more often than (3) does.

Suppose now that I could convince you that due to its higher speaker efficiency the equilibrium in (3) is the optimal speaker-hearer behavior in the game in Fig. 1 and therefore the only one that we need to look at. Suppose also that you consent that the game in Fig. 1 is an adequate description of most, or maybe even all, relevant parameters that feed into the interpretation of an utterance of (1). In that case, I would have been able to offer to you an explanation for the pragmatic inference in question. I would have explained the inference with the help of (i) a representation of the linguistic context and (ii) a solution that uniquely selects the to-be-explained behavior given the context model. In general outline this is the logic of a game theoretic explanation of some linguistically interesting observation about language use and interpretation.

I am, however, absolutely convinced that you are not satisfied with the quality of the explanation so far. Indeed, you should not be. For a game theoretical explanation along these lines to be worth the readers’ while, the assumptions underlying both the game models as well as the solution concepts need to be made explicit and justified in the context of the phenomenon that is to be explained. A basic distinction is to be made between evolutionary and non-evolutionary approaches. The latter explicitly model the speaker’s and hearer’s purported reasoning about language use; the former model diachronic processes of learning and language organization by gradual adaptation. Evolutionary and non-evolutionary approaches usually differ in how much rationality and representational ability we want to ascribe to pragmatic reasoners. I argue here that we should address this issue as explicitly as possible. Doing so entails shifting away from static solution concepts, like Nash equilibrium and evolutionary stability, to more dynamic solution concepts that address, not only what a stable outcome of playing a game is, but also how agents can arrive at a given outcome, be it by sophisticated learning, gradual adaptation or by explicit strategic reasoning. I suggest that the weapon of choice for the philosophically-minded and conceptually discriminating among us are: agent-based micro-dynamics for evolutionary models; and epistemic game theory for rationalistic models. The following two sections explain these notions against the background of a brief survey of the most influential theorizing within both branches of game theoretic pragmatics (cf. Jäger 2008a).
2. The Pragmatic Basis of Meaning

David Lewis was the first who applied game theoretic ideas to philosophical questions about language in his seminal work on convention (Lewis 1969). Inspired by the work of Schelling (1960), Lewis tried to give a non-circular naturalistic grounding of the notion of conventional meaning in terms of repeated plays of signaling games, thus answering challenges to conventionalism put forward by, among others, Russell (1921) and Quine (1936). Lewis’ analysis of convention has been criticized and rectified in multiple ways (see Rescorla 2011, for overview). For instance, Vanderschraaf (1995) and Skyrms (1996, Chapter 4) argue for an analysis of convention in terms of correlated equilibrium (see Aumann 1974). Sugden (1986) builds on Lewis’ account, arguing to use evolutionary stability instead (cf. Skyrms 1996, Chapter 5).

Indeed, Lewis’ account of meaning evolution in terms of signaling games can be found in many later and independent approaches to language evolution (cf. Steels 1995, 1997; Nowak and Krakauer 1999; Lenaerts et al. 2005; Loreto et al. 2010) and is still widely considered the baseline model around which a lot of exciting current research revolves (see Skyrms 2010, for overview). As the simplest non-trivial case, Lewis considered a signaling game like the one in Fig. 1 where \( p = .5 \) and \( \epsilon = 0 \). If this signaling game is played repeatedly (among two players or within a population of players), then, although messages might initially be entirely meaningless, meaningfulness may eventually evolve from the particular use of signals. In fact, the two patterns in (3) and (4) are the only evolutionary stable strategies (see Footnote 6) for this game and in both of these the use of signals bestows a meaning on signals. In (3), for instance, message \( m \) could be said to mean that the current state is \( t \), while \( m^* \) means that the current state is \( t^* \), because these messages are used exclusively in these states. That both (3) and (4) are equally good candidates (when \( p = .5 \) and \( \epsilon = 0 \)) does justice to the intuition that linguistic meaning conventions are mostly arbitrary.

None of this, however, says anything yet about how a population could arrive at a signaling convention either vertically by learning within a generation, or horizontally by some gradual process of adaptation across generations. For this, it is necessary to study so-called evolutionary dynamics. We should distinguish macro-dynamics from micro-dynamics. The former describe the dynamic change of the population as a whole, whereas the latter zooms in on each single agent, describing the dynamic change in terms of how each agent adapts her behavior over time.

The most prominent macro-dynamic studied in evolutionary game theory is certainly the replicator dynamic, an instance of so-called monotone-selection dynamics. The general idea behind these kinds of dynamics is that the rate of change \( \dot{B}_t \) in proportion \( B_t \) of a particular kind of behavior \( B \) at time \( t \) is proportional to how successful \( B \) is when playing against the rest of the population at time \( t \). (The replicator dynamic ensues if we assume that the per capita change \( \dot{B}_t / B_t \) is equal to the success of \( B \) against the population minus the average success of all types of behavior against the population.)

There is quite some leeway in how to interpret a given macro-dynamic. The replicator dynamic, for instance, is usually conceptualized as follows. We assume that each individual in the given population follows an inborn behavioral pattern. For a signaling game like in Fig. 1, this is a pair of so-called pure strategies, one for the sender and one for the receiver. A pure sender (receiver) strategy is a function from states to messages (from messages to acts). We would furthermore assume that the population is (virtually) infinite and homogenous, such that all pairs of individuals are equally likely to interact with one another. Reproduction is asexual, mutation-free and the number of offspring of each
individual is proportional to its fitness, which in turn is proportional to how well the inborn behavior of the individual in question fares against the whole of the population.

For the simple signaling game in Fig. 1, the behavior of the replicator dynamic is quite well understood. When \( p = 0.5 \) and \( \epsilon = 0 \), the situation can be summarized as follows (cf. Huttegger 2007). Only the separating equilibria (3) and (4) have substantial basins of attraction, i.e., population configurations close to (3) or (4) evolve towards (3) or (4). Although the equilibrium in (5), for instance, is also a rest point of the replicator dynamic (once there we do not move away), it has no substantial basin of attraction. When we look at a case with \( p > 0.5 \) and \( \epsilon > 0 \), this changes. In that case, the behavioral pattern in (5), which is called Smolensky language, does have a non-negligible basin of attraction. Numerical simulations show that with \( p = 0.75 \) and \( \epsilon = 0.2 \), for instance, ca. 15% of randomly chosen initial population configurations converge towards the Smolensky language in (5), ca. 58.5% evolve towards the more efficient Horn language (3), ca. 25.5% towards the Anti-Horn language (4).

\[
\text{(5)} \quad t \rightarrow m \rightarrow a
\]

\[t^* \quad m^* \quad a^*\]

Notice how game theory in principle is able to also make quantitative predictions about how likely a particular linguistic pattern is to be observed (cf. Jäger 2007, for an application of this idea to differential case marking).

The cognitive abilities of agents required by (this interpretation of) the replicator dynamic are minimal. Agents need not be able to select optimal play or maintain a record of past encounters. In fact, agents need not even be able to conceptualize the game they are playing, as long as successful play affects the (asexual) reproduction rate. This is why the replicator dynamic (under this interpretation) seems more feasible as an explanation for the evolution of fairly basic signaling ability between non-cognizing agents, such as cells, or lower animals, than it is a model of meaning evolution among human agents. But even then, some assumptions of this interpretation might still seem dubious if not implausible, such as the deterministic asexual inheritance and homogeneity of the population.9

It is possible, however, to interpret the replicator dynamic also as a special case of a particular micro-dynamic, namely as the most likely path of evolution of a homogenous and large-enough society of agents each of which adapts her behavior by conditional imitation (Helbing 1996; Schlag 1998).10 Intuitively speaking, an agent who updates her behavior by conditional imitation plays a pure strategy as before. Every now and then, she checks how well her neighbors fare with the strategy that they play. If some neighbor does better than she does, then she would imitate that neighbor’s behavior with a probability proportional to how much better that neighbor is doing. This micro-level interpretation assumes slightly more sophisticated agents that are capable of tracing successes and also of distinguishing between the agents they interact with. Still, the agents are not fully rational, for otherwise they would play optimally against the observed behavior. (Imitation dynamics are non-innovative, while playing a best response might be strictly innovative: a rational best response to what all neighbors play might be a strategy that no neighbor plays, but only that which is present in the neighborhood can be imitated.) Although I certainly do not want to argue that conditional imitation entails exactly the
right level of agent sophistication to account for meaning evolution, it should nonetheless be clear that it is a micro-level approach to evolutionary dynamics that offers enough grip on the agent–internal perspective to address issues of philosophical and linguistic importance within game theoretic models.

Moreover, using micro-level evolutionary dynamics we can also more readily dispense with the assumption that populations are homogenous. When the evolutionary dynamic is defined at the agent-level, it is easy to integrate more complex interaction structures that define which agents (are how likely to) interact with one another. The most straightforward implementation of an interaction structure is an undirected graph, whose nodes are associated with the agents and whose edges link those agents that may play against each other. Zollman (2005), for example, has shown that when agents are placed on a grid where every agent can communicate with his eight nearest neighbors (north, northwest, west ...), then a (non-conditional) imitation dynamic leads to stable patterns of regional languages where some connected regions of agents learned one language, while others learned another.11 Using insights from sociology about the properties of friendship networks, it is easily possible to study micro-dynamics also on more realistic, yet algorithmically generated interaction structures, such as small-world networks (Watts and Strogatz 1998), scale-free networks (Barabási and Albert 1999), or even on network topologies taken, for example, from social network sites.12 To give a concrete example of the influence of interaction structure for a variant of the game in Fig. 1, Table 1 compares the outcome of the replicator dynamic to that of the conditional imitation rule for 250 agents placed on a small-world network. We see that the micro-dynamic and the more realistic interaction structure lead to the most efficient Horn language in (3) more often, and less frequently to the non-separating Smolensky language in (5).

3. Rational Pragmatic Language Use

The pragmatic grounding of conventional meaning is not the only issue that game theoretic models have been applied to, of course. Many phenomena that concern linguistic

<table>
<thead>
<tr>
<th>Macro</th>
<th>Micro</th>
<th>H</th>
<th>AH</th>
<th>SM</th>
<th>None</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>H</td>
<td></td>
<td>121</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>124</td>
</tr>
<tr>
<td>AH</td>
<td></td>
<td>3</td>
<td>40</td>
<td>0</td>
<td>0</td>
<td>43</td>
</tr>
<tr>
<td>SM</td>
<td></td>
<td>13</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>29</td>
</tr>
<tr>
<td>None</td>
<td></td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>141</td>
<td>50</td>
<td>2</td>
<td>7</td>
<td></td>
</tr>
</tbody>
</table>

**Table 1.** Contingency table comparing the replicator dynamic (macro) with the conditional imitation rule (micro) for the game in Fig. 1 with \( p = .75 \) and \( c=.2 \). For each of 200 randomly generated initial strategy distributions, the simulation checked the outcome of both the macro- and the micro-level dynamic. The frequencies with which each pair of outcomes was observed is given in the table. For the micro-dynamic we used a small-world network of 250 agents as interaction structure and made sure that the randomly selected population distribution could be matched exactly by assigning pure strategies to 250 agents. The category “none” subsumes all cases where no (unique) language (for speaker and receiver role) was acquired. “H” is short for “Horn”, “AH” for “Anti-Horn”, and “SM” for “Smolensky” (see (3), (4), and (5) respectively).
Pragmatics in a more narrow sense have been investigated, too. The pioneer of this approach is Prashant Parikh, who started already in the late 1980s to use game theory for an explication of utterance meaning (Parikh 1991, 2000, 2001), for conversational implicatures (Parikh 1992, 2001), and many other pragmatic phenomena, such as jokes and misunderstandings (Parikh 2001), or discourse reference (Clark and Parikh 2007; Parikh 2010). In his most recent work (Parikh 2010), Parikh builds on game theory to present an all-encompassing framework of linguistic and non-linguistic communication, which he calls *equilibrium semantics*. This appellation highlights (i) the importance of the notion of equilibrium between the speaker’s intended meaning and the hearer’s interpretation for the notion of communication and (ii) the rather radical subsumption of all aspects of meaning, more traditionally divided into semantics or pragmatics, under one general framework.

It would go too far for this short overview article to discuss Parikh’s innovative and multifaceted work in great detail. To get a general idea nonetheless, let us focus on a few important and reoccurring ideas of his theorizing (cf. Sally 2003; Allott 2006, for cogent criticism of Parikh’s work). According to Parikh, the central task of the hearer in utterance interpretation is that of *disambiguation*, such as that of sentence (6) which is ambiguous between at least the two potential meanings in (6a) and (6b).

(6) Harvey is playing.
   a. The boy called “Harvey” is playing (with his friends or toys).
   b. The movie called “Harvey” is playing (at the theaters).

In a concrete situation where (6) has been uttered, the hearer needs to determine which of the two senses the speaker had intended to convey. Parikh assumes that speaker and hearer construct this disambiguation task, using shared situational and world knowledge, as, what he calls, a *game of partial information*, such as that in Fig. 2. By making explicit what speaker and hearer know about the game and each other’s behavior, Parikh argues that the notion of communication can be grounded in equilibrium analyses of these games (Parikh 1991, 2000, 2001).

What is crucial here, is that those games of partial information that Parikh considers have multiple equilibria, just like the games we looked at before. Parikh therefore uses *Pareto-dominance* as a second-order selection criterion among Nash equilibria. For example, both pairs of strategies in (7) and (8) are equilibria of the game in Fig. 2, but with \( p > .5 \)

![Fig. 2. Game of partial information for interpretation of (6). The states \( t_{(6a)} \) and \( t_{(6b)} \) are situations in which the speaker intends to convey (6a) and (6b) respectively. Indices on speaker choices point to the different corresponding sentences (6), (6a) and (6b). Finally, the receiver selects an interpretation of the observed message. Notice that games of partial information rule out untruthful use and interpretation of utterances as part of the game model.](image)
(7) Pareto-dominates (8), because the sender is better off in (7) (she needs to pay the message costs \( \epsilon \) only for the infrequent state) while the receiver is equally well off.

\[
\begin{align*}
\text{(7)} & \quad t_{(6a)} \xrightarrow{m_{(6a)}} a_{(6a)} \\
& \quad t_{(5b)} \xrightarrow{m_{(5b)}} a_{(5b)}
\end{align*}
\]

\[
\begin{align*}
\text{(8)} & \quad t_{(5a)} \xrightarrow{m_{(5a)}} a_{(5a)} \\
& \quad t_{(5b)} \xrightarrow{m_{(5b)}} a_{(5b)}
\end{align*}
\]

Already this simple example shows some interesting problems with Parikh’s use of Pareto-dominance. Clearly, (7) Pareto-dominates (8) only if \( p > .5 \). (If \( p < .5 \) the dominance relation is reversed; if \( p = .5 \) Pareto-dominance does not select a unique equilibrium.) This means that the prior probabilities determine rather directly which outcome is predicted by the theory. As such this is not a problem, but it does emphasize the relevance of interpreting what the probabilities represent exactly. Allott (2006) argues against a frequentist interpretation of these probabilities, drawing on earlier work by Wilson and Matsui (1998). Firstly, if priors model the frequency of the speaker intending this or that, this should arguably not be independent of the utterance the speaker made, in which case the game theoretic explanation looses much of its bite, since we simply select the most probable speaker meaning associated with a given form. But if frequency of occurrence of the described state was relevant for disambiguation, then (9) should most likely be interpreted as (9a) and not as (9b), contrary to intuition.

\[
\begin{align*}
(9) & \quad \text{John wrote a letter.} \\
& \quad a. \text{John wrote a letter of the alphabet.} \\
& \quad b. \text{John wrote a letter of correspondence.}
\end{align*}
\]

Allott concludes that prior probabilities in a game model as used by Parikh should rather “reflect the psycholinguistic activation and accessibility data” (Allott 2006, 134).

But then, on the supposition that this is correct, the use of Pareto-dominance for equilibrium selection is cast into doubt, because only under a frequentist interpretation of the priors would the speaker actually experience any payoff difference. If the priors only encode strength of activation, the reason why (7) is preferred over (8) should also be given in psychological terms, like ease of activation or salience (e.g. in the sense of Schelling 1960), not in terms of payoff considerations alone.

What this brief venture into the interpretation of priors and the sensibility of Pareto-dominance again shows is that game theoretic models benefit from explicitly modeling the agent-internal perspective. For non-evolutionary approaches, such a perspective is taken by epistemic game theory, which is a rather recent trend at the interface between game theory and formal epistemology (cf. Perea 2012). Epistemic game theory tries to determine which behavioral predictions follow from which assumptions about agents’ (higher-order) beliefs, their rationality, their dispositions to act or revise beliefs and so on. This approach
has two advantages. Firstly, if solution concepts are formulated explicitly in terms of agents’ epistemic and behavioral dispositions, additional assumptions about the psychology of reasoners are more easily integrated. We will see an example of this presently. Secondly, we can identify the *epistemic conditions* under which the predictions of a given classical solution concept are obtained. For instance, with some due simplification, the predictions of Nash equilibrium ensue if all agents act rationally and know what everybody else is doing (cf. Stalnaker 1994; Aumann and Brandenburger 1995). The epistemic characterization of a solution concept thus indicates whether its application to a given scenario is sensible or not. As for the disambiguation of a sentence like (6), it seems implausible to assume that interlocutors *know* their behavior for certain, and therefore a mere equilibrium analysis, at least under this particular characterization, would seem inappropriate.

Of course, there are other epistemic conditions sufficient for selecting equilibrium behavior. One possibility, for example, is to formalize step-by-step reasoning towards a use-interpretation equilibrium in terms of interlocutors’ beliefs and rationality, possibly mediated by additional psychological factors (cf. Benz 2006; Stalnaker 2006; Benz and van Rooij 2007; Jäger and Ebert 2009; Franke 2011; Jäger forthcoming). The main idea is that pragmatic reasoning starts by considering some salient, perhaps unstrategic behavior of either speaker or listener. Call this level-0 behavior. Level-(*k + 1*) behavior is then defined, in simplified terms, as a rational strategy against level-*k* behavior. For example, in the case of the game in Fig. 2, we could assume, in line with the idea that the prior probabilities \( p > .5 \) encode a behavioral disposition of the listener to first think of interpretation (6a) when hearing (6), that the interpretation strategy in (10) is a reasonable focal starting point for pragmatic reasoning.

\[
\begin{align*}
\text{(10)} & \quad m_{(6a)} \rightarrow a_{(6a)} \\
& \quad m_{(6)} \rightarrow a_{(6b)} \\
& \quad m_{(6b)} \\
\text{(11)} & \quad t_{(6a)} \rightarrow m_{(6a)} \\
& \quad t_{(6b)} \rightarrow m_{(6)} \\
& \quad m_{(6b)}
\end{align*}
\]

Since \( \epsilon > 0 \), the speaker’s only rational behavior in response to the supposition that the listener plays (10) is (11). But since the only rational response to (11) is again (10) we have already reached a fixed point of this reasoning sequence. It can be shown that for certain classes of game models fixed points exist and are equilibria (e.g. Franke 2011), and indeed even Pareto-optimal under certain extra assumptions (Benz and van Rooij 2007). We could therefore think of this approach as a more epistemically explicit way of solving the problem of equilibrium selection for online pragmatic interpretation.

This kind of so-called *iterated best response* (IBR) reasoning not only works well for the simple disambiguation game in Fig. 2. It is not difficult to see that IBR reasoning also selects the Horn language (3) for the game in Fig. 1 (e.g. Franke 2009, 61–5). Still, the
predominant application of the IBR approach so far has been to *quantity implicatures*, a special case of conversational implicature (Grice 1975). Quantity implicatures are a prime case for game theoretic modeling, as they are thought to arise from reasoning about what other, logically stronger utterances a speaker could have made (cf. Gazdar 1979; Levinson 1983; Horn 1984; Geurts 2010). A simple example is the scalar inference that an utterance of the weaker (12a) normally implicates that the stronger (12b) is false.

(12) a. I occasionally listen to desert rock.
    b. I frequently listen to desert rock.

Further applications include the use and interpretation of conditionals (Franke 2009, Chapter 5), or that of vague numerals (Jäger 2011).

Moreover, unlike many other formal approaches in pragmatics, the IBR model is not confined to cases of pure cooperation, and yields intuitively correct predictions when the usual Gricean assumption of pure cooperation is (partially or fully) leveled. In that case, the model explains our intuitions about (i) which aspects of conventional meaning are still credible (Rabin 1990; Farrell 1993; Farrell and Rabin 1996), as well as (ii) which pragmatic inferences that are normally attested in cooperative dialogue would still arise in non-cooperative settings (Franke 2010; Franke et al. 2012). For example, if the speaker of (12a) would actually not want to admit the truth of (12b), then the IBR model would predict that listeners who are naïve enough (level-1 interpreters) would draw the scalar inference that is generally attested in cooperative contexts, while more rational, higher-level reasoners would not, because they realize that the speaker has an incentive to make a strategic understatement (cf. Franke et al. 2012).

Other approaches to game theoretic pragmatics give up the assumption that conversation is mainly about cooperative exchange of relevant information even more radically. Building on work by Ducrot (1973) and Anscombe and Ducrot (1983), Merin (1999) demonstrates how pragmatic interpretation arises from conflicting interests of speaker and hearer to argue for or against a given hypothesis (cf. van Rooij 2004a, for overview). This *argumentative approach* to pragmatics is also taken, inter alia, by Rubinstein (2000) and Glazer and Rubinstein (2006). Non-cooperative language use has been studied intensively in economics, albeit not necessarily with a specifically linguistic interest (cf. Crawford and Sobel 1982; Myerson 1989; Rabin 1994). It may be expected that under the influence of game theoretic models linguistic pragmatics will also extend its scope beyond the special case of unshakable cooperativity in the future.

4. Conclusion

Game theoretic approaches within linguistics are tightly connected to use-based theories of meaning and language organization. Game theoretic models will appeal most straightforwardly to those who like to consider key features of language, on all its levels of organization, as an abstraction over intricate patterns of behavior (and its underlying cognitive processes) in which both psychological and social factors play a role, both at present, as well as during the adaptive processes that lead to the current state of affairs. In other words, game theory will seem like a good formal modeling tool to those who consider language a complex adaptive system, much in the sense of Beckner et al. (2009).

The role that game theory could play in such a view of language is similar to the role that logic plays in certain formal theories of natural language meaning. Game theory might be the benchmark model which to formulate a theory of language use in, or at
least which to compare it to. But we could take the analogy with logic even further. If we consider game theory to operate on a high level of abstraction, as logic does too when seen in a Fregean anti-psychologistic light, we might want to take an instrumentalist stance towards our models, and say that the main benefit of the modeling approach is to learn from the moment of breakdown: we learn about the linguistic reality mostly when the model fails us; we see clearly that which the model does not capture only because of its failure. On the other hand, we might also be gradually more realistic about our models, in particular the assumed representations (game models) and processes (action choices, learning, belief formation ...). It is the more cognitively-realistic stance that promises to offer more interesting empirical predictions, because it does not shy away from the psycholinguistic laboratory. Yet, in order to make serious and testable predictions it is crucial to adopt the explicitly agent-internal perspective that this paper argued for.
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1 The precise significance of the numerical information actually depends on the solution concept (see below) that would be used. In standard game theory, where utilities combine with probabilities to form a total preference relation over expected outcomes, any linear transformation of utilities may be considered equivalent. This need not be so, however, for certain evolutionary solution concepts. This issue is conceptually interesting and highly relevant for sound applications of the formal models, but, for reasons of space, we will have to put it aside here.


3 Alternatively, the label M-implicature is used (Levinson 2000) in allusion to Grice’s Maxim of Manner (Grice 1975). It is Horn’s division of pragmatic labor that has motivated the notion of weak bidirectional optimality (Blutner 1998, 2000).

4 Accounts of Horn’s division of pragmatic labor in terms of context models given by (something like) these signaling games have been proposed, among others, by van Rooij (2004c, 2006), Benz and van Rooij (2007), de Jaegher (2008), Franke (2009), Mühlenbernd (2011), Franke and Jäger (2012), and Jäger (forthcoming).

5 Roughly speaking, a correlated equilibrium for the rubber-or-suede game would consists in me and my brother tossing a fair coin to decide who is allowed to wear suede. (Notice that this yields a better average outcome than randomizing independently, which still may lead to both wearing the same shoes.)

6 With due oversimplification, an evolutionary stable strategy is a strategy that if played by a population, that population will not be taken over by small amounts of invading mutants (see Maynard Smith 1982). In role-conditioned games, like signaling games, evolutionary stable strategies are exactly the strict Nash equilibria, i.e., the sets of pure strategies such that each agent would do strictly worse deviating from the set if all others conformed (Selten 1980).

7 Characterizing which sets of strategies are stable is, of course, more complicated when sender and receiver may have different interests than perfect communication (cf. Crawford and Sobel 1982), when we have more than two states and/or more than two messages (cf. Blume et al. 1993), and also when \( p \neq .5 \) and \( \epsilon \neq 0 \) (cf. Jäger 2008b).
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There are, of course, also non-deterministic macro-dynamics, such as the mutator-replicator dynamic, and also macro-dynamics modeling sexual reproduction (see Page and Nowak 2002; Nowak 2006a, for accessible overview).

Szabó and Fáth (2007) and Roca et al. (2009) provide an overview of agent-based dynamics within evolutionary game theory and also cover the special case of the replicator dynamic.

Wagner (2009) studied the same dynamic on small-world networks (see Footnote 12), looking also at cases with non-uniform priors. Mühlenbernd (2011) investigated a grid structure with more complex update dynamics, namely reinforcement learning and best-response dynamics also for signaling games with costs and skewed priors. Mühlenbernd and Franke (2012) studied these latter dynamics on small-world networks.

A small-world is a network in which, intuitively speaking, (i) there are relatively few steps necessary to get from any one agent to any other via a path of links in the network, and (ii) for most pairs of “friends” (connected nodes) of a given “person” (node), these friends are also friends of each other. A scale-free network has both of these properties, too. Additionally the distribution given by the number of nodes with 1, 2, 3 ... connections follows a power law distribution (at least for some interval of natural numbers).

A game of partial information is subtly different from standard signaling games (see Parikh 2006, for discussion). This is in large part due to the fact that these games are linked explicitly to situation theory (Barwise and Perry 1983; Barwise and Seligman 1997). The difference shows, for instance, in the distinction between local games that the hearer represents to himself after hearing a particular utterance, and global games that the speaker represents to herself involving many, possibly unrelated utterances, and their associated local games. For ease of exposition, Fig. 2 only gives a local game with a simplified payoff structure (for more detail, see Parikh 2010, 87–97).

A pair of strategies, one for each player, is Pareto-dominant if there is no other pair of strategies such that one player does better, and the other player does not do worse under the latter than under the former.

Parikh (2010) shows that for the subclass of games he considers most relevant Pareto-dominance is equivalent to risk dominance, which was proposed by Harsanyi and Selten (1988) as an equilibrium selection criterion. An equilibrium risk-dominates another, if it is less risky, in the sense that the players do not have to fear severe losses, should other players unexpectedly not conform to the equilibrium.

A similar point is made by Franke (2009), 129–33.

In a similar spirit, Sally (2003) demonstrates where and how psychological insights about how subjects play coordination games could be applicable within linguistic pragmatics. In general, the idea of focal point reasoning appears to have a lot more potential for further linguistic applications (cf. Potts 2008; Franke 2012).

There are many other game-theoretic reconstructions of conversational implicatures (cf. van Rooij 2006, 2008, for overview). Next to Parikh (1992, 2001), we find de Jager and van Rooij (2007) who give an equilibrium-based account of quantity implicatures. Asher et al. (2001), van Rooij (2003), van Rooij (2004b), Scott-Phillips (2010) and Grim (2011) all give game theoretic underpinnings of various (post-)Gricean conversational principles. From the latter point of view, also the more general problem of why cooperation is prevalent in linguistic interaction is relevant (see Nowak 2006b, for overview).
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